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Theoretical ideas { Concordia
Specificity problem

Heuristic theory = Cognitive theory = Cognitive neuroscience
(Puntam, 1960) theory (Marr & Poggio, 1976)

« Computational
« Algorithmic
* Implementation

% Enhanced striatal activity

Stnatum

< ]

Development

In teenagers

B Adolescents
O Adults
*

Explains greater risk taking,
steeper discount rates etc.

Van den Bos & Eppinger, 2016



Theoretical ideas U Concordia

The identity problem

vidt 4

We are unable to identify the processes underlying
developmental changes in behavior.

Van den Bos et al., in prep



Theoretical ideas U Concordia
computational methods as one solution

Theory and Behavior Computational models
== (t) =r(t) + v * V() - V()

(\ Models provide specificity and, if
Aging R you include assumptions about

__ developmental change they can
= S | rewardloop help to solve the identity problem
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Decisions from description:  {Concordia
Risk

risk advantageous risk disadvantageous

€10 Euro €30 Euro €10 Euro €30 Euro
EV 10 EV 15 EV 10 EV 75

Risky decisions Gains and losses

Author Year N g Author Year N g
Kim 2005 80 0.95 —— Kim 2005 80 054
Zamarian 2008 85 0.19 Bruine 2007 119 0.15
Kim 2005 106 0.09 Holliday 1988 48 0.1
Bruine 2007 119 0.07 Watabene 2010 414 0.06

Roennlund 2005 384 0.05 =] Sproten 2010 75 0.05
Lauriola 2001 49 0.03 = Roer;r;l:n’d ggg :',i: ggg
Holliday 1988 48 -0.08 - Mikels -0,
We'elle); 2010 419 -0.24 — Weller 2010 419 -0.37 -

. - Lauricla 2001 49 -0.54
Mikels 2009 44 -0.39 Kim 2005 106 -0.74

Mayhorn 2002 116 -0.61 o Mayhorn 2002 116 -0.84 =
Lee 2007 21 -0.89 —— Gains ~0.05 \
Sure/Risky -0.03 [
Kim 2005 80 1.35 —_
Ashman 2003 32 0.06 = Kim 2005 106 0.93 -
Rafaely 2006 103 -0.03 = Lauriola 2001 49 039 -
Rafaely 2006 87 -0.13 = Roennlund 2005 384 0.10 =
Dror 1998 36 -0.45 -- Bruine 2007 119 0.00 -
Blackjack -0.07 ) Weller 2010 419 -0.10 -
Holliday 1988 48 -0.21 -
Henninger 2010 112 0.90 - Mayhorn 2002 116 -0.39 -
Deakin 2004 86 0.31 Mikels 2009 44 -0.69 -
CGT 0.47 . Watabene 2010 415 -343 «
Losses -0.05 |
-1 0 1
2 0 2

Mata et al., 2011



Decisions from description:  —_ "
RISk \/ oncordia

Less risk taking in older adults in the gain domain
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Summary and Critique { Concordia

Findings are inconsistent. Effects are small.

 What do these experiments tell us about real world
risk-taking?

« What is the algorithmic level of descriptive decisions?

Problems of multi-shot experiments:
* 140 risky decisions in 20 minutes?
« Reference points

What about incentive compatibility?

Suggestion: Large scale behavioral assessments with single
shot, incentive compatible tasks and then use subsample

follow-ups with neuroscience studies using paradigms that we
understand.



Decisions from description:

Time
Immediate temptations VS.

later

Canonical delay discounting task

$28.35 $35.44 $28.35 $35.44
today 4weeks || today 4weeks |-
A
8s 3-8s

mean ITl: 12.7s

gConcordia

delayed rewards




Decisions from description:  Concordia
Time

Lifespan age difference One-shot

e SIS Ne46863

Petey (Honfhe) Green et al., 1994 . e  w

Confounded by income Reimers et al., 2009
High income OA  Low income OA
1000 - Impulsive choice is associated
ool N with:
wl - Youngerage - Lower education
202- — - Lower income - Risky behavior

1 1 ] L 1
N AN 12N 1RN 24N NN 0 60 120 180 240 300

Green et al., 1996



Decisions from description:

Qj Concordia
Younger rats Older rats
60
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Roesch et al., 2012

—O- Young
—&- Aged

g
J

©
o
1

-
=]
L

Similar results in older rats

3

% choice of large reward
(means £ SEM)
S
1

o

B, S — Simon et al., 2012

Delay



Decisions from description:
Time

a Intertemporal choice

eConcordia

Younger Younger
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Samanez-Larkin et al., 2011 Eppinger et al., 2012



Decisions from description:

Time

EConcordia

Older Advantage

“\HI““H“““'

Ane

Samanez-Larkin & Knutson, 2015

Young Advantage Middle-Aged Advantage
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— affective valuation } reward loop

Hammerer & Eppinger, 2012
Eppinger et al., 2011



Decisions from description:
Time

gConcordia

Session 1 Session 2

10, 0 0.7 ® Younger adults
) (0]
S L Older adults
(]

0.8} 5
o | Older -
2 adults 8
8 0.6} ®©
s | Younger &
@04 adults Ty 200

0 1 2 3 4 5 6 ' low high low high
weeks from today conflict

Age effects — ventral striatum  Value effects - vmPFC

Younger Older m Younger  Older
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Eppinger et al., under revision



Summary and Critique

gConcordia

Unclear whether age differences in discounting result
from reduced impulsivity or greater experience.

Older adults have a limited time horizon, how does that fit
to reduced discounting?

Table 1 Potential confounds that may arise in attempts to measure discount rates in

laboratory studies

Factor

Description

Unreliability of future
rewards

Transaction costs

Hypothetical rewards

A subject may prefer an earlier reward because the subject
thinks she is unlikely to actually receive the later reward.
For example, the subject may perceive an experimenter as
unreliable.

A subject may prefer an immediate reward because it is paid
in cash, whereas the delayed reward is paid in a form that
generates additional transaction costs. For example, a
delayed reward may need to be collected, or it may arrive
in the form of a check that needs to be cashed.

A subject may not reveal her true preferences if she is asked
hypothetical questions instead of being asked to make
choices with real consequences. However, researchers who
have directly compared real and hypothetical rewards
have concluded that this difference does not arise in
practice (Johnson and Bickel, 2002).

Chabris et al., 2008

Solutions:

« Careful designs,

« Greater age ranges,

« Species comparisons,
DA manipulations,

« PET measurements.



Decisions from description: Concordia
Effort

Cognitive effort Physical effort

s -
Take your time and

choose carefully! Reject  15%Fmax Small reward 35s1s

1 +1.5s
$1.43 $2.00 Squeeze?
for |°F| for 4 SEE J
black d black = 1-back £
red = 2-back Fuzzycwe  RT
05s Accept

.-

+
Ans :90/ % Fmax Large reward 15st1s

1
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1
1
1
1
! »!  +15s

Westbrook et al., 2013

Prevost et al., 2010



Decisions from description: concordia
Effort
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Westbrook et al., 2013
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Summary and Critique { Concordia

There is not (yet) much to say about age differences in
effort discounting.

The general problem:
Is it about cognitive abilities or about preferences?

Is it because older adults can't or because they don't
want to?

More specific problems:

Operationalization of effort:
Pinky presses?
Grip strength?
Cognitive effort ?
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Decisions from experience:

model-based RL model-free RL

Friday 5:45pm ozt anmen ’
= xches ¢ ‘ , a "1(: . |1‘ _don’t take
S Z} %: «  freeway
‘ v "6
— __)\

Dayan & Niv, 2008



Decisions from experience:

Model-free RL

Positive learning Negative learning
¢ ¥ ¢ ¥
| [ Stimulus | [
Period

4 4 meanisiss 3 4
+50 %00 Outcome *00 -50

Period
mean ISI| 5s

Medial frontal ERPs
80% reward probability

1 - Error Negativity Feedback Negativity
(ERN) (FRN)

Amplitude in micro Volt
[\

-4 CH YA OA CH YA OA

Eppinger et al., 2008; 2009
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CConcordia

Learning under uncertainty

Reward probability
80% 100%

CH YA OA CH YA OA CH YA OA

Learning from reward Pes
YA > OA

t-value:
m+5

E

p <.001, > 20 voxels

Eppinger et al., 2013



Decisions from experience:
Model-free RL

b 14.00

13.00 i[

Total won (£)
==

12.00

—

CConcordia

Parameter estimates
LN
a =

| — -

Chowdhury et al., 2013

Changes in bottom up DA signals or top-down
down prefrontal influences (e.g. learning rates)?



Decisions from experience: = N
Model-free RL A by

- Uncertainty
- Surprise
- Hazard rate

Uncertainty depletion Model parameters

—

0.4 YA

é‘)#)#) éiA-OA

aart 2 4 Unc Haz SS UV LV
Relative error Parameter
Unc = Uncertainty depletion Haz = Hazard rate
SS = Surprise sensitivity
Nassar et al., 2016 UV = update variability LV = learning rate variability

difference
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Decisions from experience:

Model-based RL
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Eppinger et al., 2015



Decisions from experience: = N
Model-based RL N ORCRIEY

Behavioral change points  Neural change points

CUSUM (Si) = 3, (Sj-(S)) left
(S) = mean of the behavioral time series dIRg |d|PFC
- 04- Change Point (CP) = min(CUSUM) Younger
§ _ o ® 0.8 adults
: CPjoA v - 4—- o
- 0.0+ S L er
0] o adults
E‘ I S 0.0}
[0) t-value:
;-0.4 “ w2 | High Low LI
2
cz TITTTITL au < High Low
308 4 g
0 5 10 15 20 25 30 35 p < .05, corrected
Trial #
TMS in younger adults
ZAP!! Immediate reward Delayed reward
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dIPF éovg L ‘%0,9 o
EO,S' EO,S
k= 5
govﬁ cgo,ﬁ
05 1 2 3 2 5 5 058 1 2 3 r 5 6
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Wittkuhn et al., in prep



Interactions between MB and MF _
CConcordia

2-stage Markov task

Stage 1 % %

70% 30% 70%

Transm (common) (rare) (common)
probabili tles
Outcome +10 Cents or *00 Cents
__harrow range . wide range
3 3
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walks type 3= §:
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150 201

g
a
g
8
g
oz
EE

Daw et al., (2011)

Computational model

Model-based of \-Q
Stage 1 ﬁ\

70/30%

transition
structure

Stage 2

Simulations
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Interactions between MB o
and MF  Concordia

Younaqger Older Perseveration
adulls adults in older adults
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Summary and Critique  Concordia

Age-related deficits in MF learning are reflected in diminished

striatal responses to RPe’s. These signals can be partially restored
with I-DOPA.

It is unclear whether they result from changes in DA signaling or
from age differences in upstream processes.

Substantial impairments of older adults in learning task structures.
These deficits are reflected in reduced prefrontal activity.

The underlying computational deficits are unclear: Is this a deficit
in extracting state transition structures or is it a representational
deficit?

* Need to go beyond correlational methods.
« Strong focus on RL and DA prediction error signals.
« Tasks tend to be static and uni-dimensional.



gConcordia

Questions that | am working on / | find interesting:

Learning strategies. How do we know which learning strategy
to engage in? How does the ability to arbitrate between
strategies change with age? How do learning strategies change
In partially observable environments

Multi-dimensional environments. How do older adults differ
from younger adults in the ability to prioritize and/or integrate
information from multiple sources during learning.

Social influences on learning



Arbitration of learning strategies — _
CConcordla

SPE RPE
Model-based system N\ ... ¥~ Model-free system
& &® MB system learns based Retllablt[lt MF system learns based
@ on state prediction errors eS Ima 10on on reward prediction errors
Q (SPEs): MF (RPEs):
& &O 0 SPE=1-T(s,a,s’ MB ORPE = (Q(a,t+1)+r(t))-Q(a,t)
@)-F) (see Glischer etal, 2010) (9. Daw et al., 2011)
Arbitration
WP2
Co nitive

Mechanisms
WP1 / Arbitration \ WP3
of Learning Strategies
Computational Neural
Mechanisms WMF Mechanisms

Across the Human Lifespan

riftts




Age differences in the arbitration of eConcordia
learning strategies

Dynamic Markov decision task Manipulations

Learning strategies  Volatility
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Learning of latent structures
Additional manipulations

Size of the state space
Social manipulations




Prioritization and integration of gConcordia
information during learning

A cognitive neuroscience framework
of adaptive learning

Motor
cartex

Visual
/Q\ Clor%leax

PE NN —%=e

dicti nout Mather et al., in press
— prediction efror Inpd Aston-Jones & Cohen, 2005

== |earning rate adjustment _
orioritization of Nassar et al.2012:2016

representations



Age differences in adaptive
learning

Helicopter task Cannonball task
(Uncertainty and prefrontal theta)

CConcordia

Fishing task
Multi-dimensional learning

Reward probabilities:
(unknown to the subject)

Player 1 Player 2
(model) (observer)

oooooooo




—eConcordia

Social influences on learning

Observational action prediction error

y g - Adbags0-05 82
© 04k o : . .
: ol : o4 M Work in kids:
Fol o/ Y +H'“ Rodriguez-Buritica et

’ 0 .

0 B % : al., 2016; under review

%% % 10 %257 03 05 o7 09

Seconds Action Predicion Error (Action & %)

Burke et al., 2011

Work in older adults: Collaboration with
Andrea Reiter & Andreea Diaconescu




gConcordia
Woodrow Wilson:

“l not only use all the brains that | have, but all that
| can borrow.”

Thanks for your attention!

Thanks to: Rasmus Bruckner, Julia Rodriguez, Matt Nassar, Josh
Gold, Shu-Chen Li, and Hauke Heekeren, JDC, Leigh Nystrom, &
Wouter van den Bos.

H . ° .: *°  National
Fundin g .!o. Bernstein Network Computational Neuroscience

This work was supported by the German Federal Ministry of Education and Research
(BMBF). Grant numbers: FKZ 01GQ0913, FKZ 01G
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Range manipulation { Concordia

A Age x WM x Probability range interaction
Younger adults
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MB = model-based difference values
MF = model-free difference values
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gConcordia

“Our behavior is purposeful; we live in a psychological
reality or life space that includes not only those parts of our
physical and social environment to us but also imagined
states that do not currently exist.” Kurt Lewin



gConcordia

predicting latent states in changing environments based on
(noisy) outcomes. Examples: Wine, Restaurants, stock markets
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gConcordia
helicopter task

YA: N = 57; 20-30 years
OA: N = 57; 56-80 years



eConcordia

how does aging affect the computational
mechanisms of adaptive learning?

three steps to take

« Simulations * Regression analysis * Model fitting

normative computational model

Delta updating rule:

prediction error
e

Belief, , , = Belief + LR (x, - Belief) LR, = surprise, + uncertainty (1-surprise,)
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simulating possible age-related deficits

Surprise insensitivity

11 11
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Relative prediction error

Low hazard rate
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Low uncertainty

Normative
= Uncertainty
depleted

0 6

Depletion of each of the parameters leads to specific

learning deficits.
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learning rate against prediction error

age effects for small errors noise conditions

0.8 - Old — 0.8

Young // : 05

Learning rate
Learning rate
Learning rate
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| == Young (high SD)
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1 1 .

0 . . 8 0 . . - 0 20 4 .. 60
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0 - : : : 0 ' ' 0

Lower learning rates for small prediction errors in older
adults.
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regression results

Uncertainty Surprise
0.4 3 - Old
= Young
. / .
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0 2 4 0 2 4
Relative error Relative error

Older adults underestimate uncertainty and rely more
on suprise during learning.



—eConcordia
model fitting results
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Parameter Learning rate variability
Unc = Uncertainty depletion Haz = Hazard rate SS = Surprise sensitivity
UV = update variability LV = learning rate variability

Diminished uncertainty representation and greater learning
rate variability in older adults.
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take home:

Older adults have a diminished capacity to represent and
use uncertainty for learning.

This diminished capacity may reflect age-related
functional decline in the medial PFC.

The diminished uncertainty model can explain a range of
findings on learning impairments in older adults.

Nassar et al., (2016), Nature Communications
Nassar et al., (2016), Behavioral and Brain Sciences



